
Communications 
Research Centre 
Centre de recherches 
sur les communicatione 

ACCORD Broadband ATM Satellite Experiment 
(BASE) 

-protocols characterization 

by 

Isabelle Labbe, Louis Gravel, Gerard Nourry, 
Corey Pike, John Butterworth, Gretchen Bivens, 

Sean Lanigan and Brian Spink 

BMQ2116 

CRC REPORT NO. 97-008 December 1997 
Ottawa 

■ j|^ ■    Industry     Industrie 
Canada     Canada 

I 
The work described in this document was sponsored by the Defence R&D 

Branch of the Department of National Defence under work unit 5CB11. 

DISTRIBUTION STATEMENT Ä" 

Approved for puWie releases 
Kstribütion unlimited 

Canada 



ACCORD Broadband ATM Satellite Experiment 
(BASE) 

-protocols characterization 

by 

IsabeUe Labbe(Z>ÄX), Louis Grzvel(DRX), 
Gerard Nourry(DRX), Corey Fike(DSST) 

and John Butterworth(DSAP) 
Communications Research Centre 

and 

Gretchen Bivens (Rome Lab), Sean Lanigan (Rome Research) 
and Brian Spmk(Rome Lab) 

Rome Laboratory 

The work described in this document was sponsored by the Defence R&D 
Branch of the Department of National Defence under work unit 5CB11. 

INDUSTRY CANADA 
CRC REPORT NO. 97-008 

December 1997 
Canada Ottawa 



ABSTRACT 

A Broadband ATM satellite Experiment (BASE) was carried out between the Communi- 
cations Research Centre, Canada and Rome Laboratory, USA during the period of May 
95 to March 96. The objectives of the experiment was to perform a series of tests to 
characterize ATM over broadband satellite bearers. 

This document reports on the second phase of the experiment that was conducted from 
December 95 to March 96 over the NASA Advanced Communication Technology Satel- 
lite (ACTS) satellite(Ka-band). Tests consisted in throughput measurements of TCP over 
a broadband ATM satellite link as a function of Bit Error Rate (BER). The throughput 
performance of TCP/IP was very poor due mostly to the (bandwidth * delay) product 
being limited by the TCP window size implementation. The results are presented along 
with the influence of others factors such as the Maximum Transmission Unit (MTU) 
size and packet size. Finally, a performance comparison with a special implementation 
of TCP for network with large delays and high bandwidth (TCP for Long Fat Networks - 
TCP-LFN) is presented. 

RESUME 

Une experience de satellite MTA ä large bände a ete effectuee conjointement par le Cen- 
tre de Recherches sur les Communications (CRC) du Canada et Rome Laboratory des 
Etats-Unis, de mai 1995 ä mars 1996. L'objectif etait deproceder ä une serie de tests 
afin de caracteriser les liens satellites MTA ä large bände. 

Dans le present document, il est question de la deuxieme phase de Vexperience, effec- 
tuee de decembre 1995 ä mars 1996 en utilisant le satellite ACTS (bände Ka) de la 
NASA. Les tests ont consiste ä prendre des mesures de capacite du protocol TCP sur un 
lien satellite MTA ä large bände en function du taux d'erreur sur les bits. La perform- 
ance de capacite du protocol TCP/IP a ete mediocre surtout ä cause du produit (largeur 
de bände * delai), qui etait limitepar Vimplantation de la dimension de lafenetre TCP. 
Dans ce document, les resultats obtenus sontpresentes en considerant aussi I'influence 
qu 'on put avoir d'autres facteurs tels la dimension du MTU et la dimension du packet. 
Enfin, onpresente une comparaison de performance avec une implantation speciale de 
TCP (TCP-LFN) pour reseaux a large delai. 
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EXECUTIVE SUMMARY 

ATM is becoming an important network backbone technology. For many years to come, 
ATM will have to be interfaced with legacy network as well as carry the traffic originat- 
ing from various types of networks. 

The Transmission Control Protocol (TCP) and Internet Protocol (IP) form a protocol 
pair which is widely used in both civilian and military networks. Much work has been 
performed on issues related to interfacing TCP/IP and ATM, however, little information 
is available on the characterization of TCP over ATM broadband satellite links. 

Results obtained from the characterization of ATM over satellite links (described in the 
companion reports) have shown that the Cell Loss Ratio (CLR) is not negligible over 
degraded links. Responsibility to recover from cell loss is then left to the higher layers 
(network, transport, or application) which, in order to provide reliable services, will 
often need to use retransmission schemes. Satellite links introduce significant delays 
which could, in those situations, have a serious effect on application performance. It is 
thus important to study how well high layer protocols can be interfaced to an ATM satel- 
lite link. 

As part of the TTCP ACCORD project, the Communications Research Centre (CRC)/ 
Defense Research Establishment Ottawa (DREO), Canada and Rome Laboratory, USA 
have agreed to perform a series of tests to characterize broadband ATM satellite bearers. 

The Broadband ATM satellite experiment (BASE) was divided into two phases. The 
objective of the first phase was to characterize broadband ATM channels and embedded 
sub-channels over Ku- and Ka-band satellites. The second phase aimed at characteriz- 
ing the performance of standard networking protocols such as TCP/IP over broadband 
ATM Ka-band satellite links. 

The first phase was conducted in May 95 over the AnikE satellite (Ku-band) and from 
July 95 to September 95 over the NASA ACTS satellite(Ka-band). Tests consisted in 
measurements of ATM Quality of Service (QoS) parameters such as Cell Loss Ratio 
(CLR) and Cell Error Ratio (CER) as a function of Bit Error Rate (BER). Details of 
this work can be found in documents CRC-RP-97-007 and CRC-TN-97-008 respectively. 

This document presents the second phase of the experiment: the networking protocol 
characterization performed from December 95 to March 96 over the NASA ACTS satel- 
lite. 
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1.0 INTRODUCTION 

As part of the TTCP ACCORD project, the Communications Research Centre (CRC) from 
Canada and Rome Laboratory from the USA have agreed to perform a series of tests 
related to Asynchronous Transfer Mode (ATM) over broadband (DS3) satellite bearers. 
These tests were conducted in two phases. 

The objective of the first phase was to conduct Quality of Service (QoS) performance 
measurements of ATM over a Ku- and Ka-band satellite links. The first portion of the first 
phase lasted 10 days and was completed in May 1995 using the Anik-E satellite. A report 
[1] describes the experiment and gives the preliminary results. 

The second portion of the first phase was completed during the period extending from July 
to September 1995 over the ACTS satellite. A report [2] gives the results that were 
obtained. 

This document reports on the second part which consisted in characterizing the perform- 
ance of standard transport and network protocols such as TCP/IP and UDP/IP over broad- 
band ATM satellite links. This was completed during the period of December 1995 to 
March 1996 over the ACTS Satellite (Ka-band). This report is organised as follows: Sec- 
tion 2 gives the background. Section 3 describes the experimental configuration. Section 4 
provides the TCP overview, tests, and results. Section 5 addresses UDP, while Section 6 
supplies conclusions. 

2.0 BACKGROUND 

ATM is becoming an important network backbone technology. For many years to come, 
ATM will have to be interfaced with legacy network as well as carry the traffic originating 
from various types of networks. 

The Transmission Control Protocol (TCP) [3] over Internet Protocol (IP) form a protocol 
pair which is widely used in both civilian and military networks. Much work [4], [5], [6] 
has been performed on issues related to interfacing TCP/IP and ATM. However, little 
information is available on the characterization of TCP over ATM broadband satellite 
links. 

Results obtained from the characterization of ATM over satellite links have shown that the 
Cell Loss Ratio (CLR) is not negligible over degraded links [1][2]. Responsibility to 
recover from cell loss is then left to the higher layers (network, transport, or application) 
which, in order to provide reliable services, will often need to use retransmission schemes. 
Satellite links introduce significant delays which could, in those situations, have a serious 



effect on application performance. It is thus important to study how well standard protocol 
pairs will perform when interfaced to an ATM satellite link. 

3.0 EXPERIMENTAL SETUP 

The hardware configuration for this experiment can be seen in Figure 1. It was kept as sim- 
ple as possible to minimize potential source of problems that could affect the measure- 
ments. Proper action was taken to ensure that the workstations operated in a stand alone 
mode to prevent external traffic from degrading the system performance (e.g. by introduc- 
ing congestion, by taking CPU time, etc.). Also, the ATM switches were isolated, i.e. no 
traffic other than the experimental traffic could travel through. 

The CRC configuration included the following pieces of equipment: 

1. SPARC 10 Workstation: The workstation used the SunOS 4.1.4 operating sys- 
tem. It was equipped with an ATM SBA-200 Network Interface Card (NIC) from 
FORE Systems. It was configured to limit the outgoing traffic to a peak rate of 40 
Mbps in order to prevent buffer overflow at the ATM switch. 

2. ATM switch: The ATM switch was the ASX-200 from FORE Systems. This 
device was required to interconnect the workstation (OC-3) and the satellite modem 
(DS-3). 

3. Fibre Loop Converter: Converted DS-3 coaxial signal to DS-3 fibre-optic signal 
or vice versa. Conversion was required because of the half kilometre distance 
between the ATM equipment (switch) location and the satellite ground station (EF 
Data Modem). 

4. EF Data Modem: Performed the modulation/demodulation as well as the error 
detection/correction scheme for satellite communication (45 Mbps). 

The Rome Lab configuration included the following pieces of equipment: 

1. SPARC 10 Workstation: Same as described for CRC configuration with the 
exception that the operating system was SunOS 4.1.3. 

2. ATM switch: The ATM switch was a GTE SPANet. This device was required to 
interconnect the workstation (TAXI 140 Mbps) and the satellite modem (DS-3). 

3. Adtech AX/4000: ATM generator/analyser configured to operate in Line Monitor 
mode. It was used as a DS-3 signal regenerator to overcome the attenuation prob- 
lem due to the distance between the ATM equipment location and the satellite 
ground station (EF Data Modem). 

The TCP/UDP throughput measurements were performed using the "nttcp" software tool 
developed by FORE Systems. This application was specifically written for network bench- 



et 
et 

PH 
w 

s " 
(U 

o 
s 

i 

OH h öS 

1 
.2 ü 
h > i> c X)  o 

<C o 

<C o 

cd 

cd 
Ö 
cd u 
u 
04 
U 

J3 

C/3 

5 

co 

J3 
O u 

■4—» 

T3 
< 

o o o 
Tj- 

X 
< 

< 

e o 
04 

m 

Q 

o 
• 1-H 
-4-J 
03 
?-i 
P 
W) 

c o 
U 

CD 

CD 

c 
CD 

CD 

X 

J-i 

• 1—1 



mark purposes and is public domain shareware. Among the various parameters it allows to 
be set, the ones that were of particular interest for this experiment are: 

1. size of packets written to the socket interface. 

2. total number of packet to be sent. 

3. Send/Receive buffer size for TCP window. 

4. Nagle's algorithm enable/disable (TCP_NODELAY option), 

4.0 TRANSMISSION CONTROL PROTOCOL 

4.1 TCP Overview 

The Transmission Control Protocol (TCP) provides a reliable transfer service over the 
Internet Protocol (IP). TCP is a connection oriented protocol. This means that a connection 
must first be established between two End Systems (ES) before any data can be sent across 
the communication path. The reliability is provided by the implementation of segment 
acknowledgements and retransmissions. TCP guarantees delivery of data between 
machines without duplication, misordering, or packet loss. The transmission of data is per- 
formed using a windowing scheme (sliding window). It allows for end-to-end flow control 
by having the receiver advertise the available space in its window [7]. 

4.2 Transmission Scheme 

The basic flow of information between two hosts using TCP as the transfer mechanism is 
shown in Figure 2 [8]. The application sends data to the communication protocols through 
a socket interface using the "write" system call. The data is copied to a buffer list and ends 
up in the TCP Send Buffer Window, as long as there is space available. If there is no more 
space, the application waits for the tcp_output to receive an acknowledgement which will 
free space in the Send Buffer Window. TCP then makes a packet and sends it to the IP 
Layer. The packet will include a portion of the data which will vary in size from 1 byte to 
the Maximum Segment Size (MSS). IP appends its header and sends it to the Device 
Driver Layer. If the IP packet size is greater than the Message Transfer Unit (MTU) size, 
the packet will be segmented. The Device Driver Layer will use the IP packet and "stuff' it 
into whatever protocol is used at the link layer. For ATM specific, it will be the sub-layer 
convergence protocol, which is, in this case, an AAL5 frame. ATM cells are then sent over 
the physical medium. At the receiving end, the reverse process in applied and as the TCP 
segments are being put together, acknowledgements are sent back to the sender, advertis- 
ing the space available in the Receive Buffer. 
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Figure 3 illustrates the protocol stack utilized during the experiment. 
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Figure 3: Protocol Stack 
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4.3  Performance Related Issues 

Performance issues for TCP over ATM can be classified into two categories: 

a. how the protocols are defined in the specifications. 

b. how the protocols are implemented. 

4.3.1 Protocol Definitions 

At each layer, packets are encapsulated with specific protocol overhead (in the form of 
headers/trailers) which varies in size and in information content. Figure 4 depicts the over- 
head added at each layer. The total amount of Protocol overhead can become at times sig- 
nificant and limit the application performance [9]. For a DS3 link (45Mbps), Table 1 
shows the amount of bandwidth that remains after each successive layer has claimed its 
share of the overhead. Each row in the table shows how much bandwidth is available to the 
indicated protocol layer. 

Without PLCP8 

(Mbps) 
With PLCP 
(Mbps) 

Line Rate 44.736 44.736 

DS3 44.209 40.72 

ATM 40.04 36.88 

AAL 5 37.5 33.81 

IP 37.4 33.7 

TCP 37.1 33.4 

Application 36.8 33.1 

TABLE 1. Bandwidth Available to Layers - DS3 link 

a. Physical Layer Convergence Protocol 
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Figure 4: Protocol Overhead 

As can be seen from Table 1, both PLCP and ATM reduce significantly the throughput 
available. Although the line rate is 44.736 Mbps the actual rate available to the application 
itself is closer to 33Mbps after all the overhead has been added. 



4.3.2 Protocol Implementation 

The following elements will have an impact on the application throughput results: 

a) TCP Send and Receive Window Size. For most implementations the TCP header 
uses a 16 bit field to report the receive window size to the sender. The largest win- 
dow size will then be 2** 16 bytes, or 65224 bytes. The practical number, as men- 
tioned in "Unix Network Programming" [10] and tested in our laboratory, is closer 
to 52224 bytes (51 Kbytes). The application can only send segments up to one win- 
dow without receiving an acknowledgement. This is usually not an issue for a net- 
work with little delay. The situation becomes different for satellite communications 
(1 hop) where it takes around 0.25 seconds for the data to reach its destination and 
the same amount of time to receive the acknowledgement. In this case, this means 
that two windows, or 102 kbytes, would be transmitted every second which is far 
from the available bandwidth. TCP LFN (Long Fat Network) which implements 
TCP extensions for high performance [11] provides a solution to this problem. 

b) Maximum Segment Size (MSS) and Maximum Transfer Unit (MTU). The MTU 
size has a direct influence on the MSS. Comer [7] mentions that TCP usually com- 
putes a MSS so that the IP packet will match the network MTU for end systems on 
the same network. If the IP packet is bigger than the MTU size, this will result in 
segmentation which means more overhead. This overhead, however, is negligible 
compared to the ATM and DS3 overhead. 

c) Buffer Management Strategy and Data Copy Algorithm at the Socket Layer 
Interface. This is implementation dependant and has been discussed in [12] 

d) Timers. The round trip time (RTT) is the basis to calculate the retransmission 
timeout (RTO). An accurate dynamic determination of RTO is essential to good 
TCP performance. 

e) Implementation of Segmentation and Reassembly (SAR) Sublayer on ATM Net- 
work Interface Card. The SAR will usually be implemented with a certain amount 
of buffer space to help in the reconstruction of the AAL frame. 

4.4 TCP/IP Tests 

In order to study the effect of delay and error rate, two series of tests were conducted: 

a. Lab configuration (Figure 5), negligible delay over fibres. 

b. Satellite configuration (Figure 1), high round trip delay (~525ms). 

Both series of tests were performed with and without PLCP framing embedded into DS3 
frame structure. 
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Figure 5: Experimental Laboratory Configuration 

4.5 TCP Results 

For each configuration (over fibres and over satellite), the application throughput was 
measured for various MTU sizes and various packet sizes. Over satellite, these experimen- 
tal measurements were recorded over an error free link (BER < 10e-10) as well as over 
degraded links (i.e. 10e-8 < BER < 10e-5). The tests were performed with the ATM Adap- 
tation Layer AAL5. 

4.5.1 TCP results over fibres 

In order to minimize the delay component and to gain some insight into the basic behav- 
iour of TCP/IP over ATM, initial testing was first performed over a simple laboratory setup 
(Figure 5). The performance of TCP over AAL5 ATM was measured between two Sparc 10 
workstations. Results of the protocol throughput for various MTU sizes is shown in Figure 
7. The MTU size determines the TCP Maximum Segment Size (MSS) that will be 
assigned at connection time. The MSS is normally set to the network MTU minus the size 
of the TCP/IP header which is 40 bytes. The TCP segments may thus vary in size from 1 
up to MSS bytes. 

According to Figure 7, it is found that the application throughput is better for a greater 
MTU size (9188 bytes). Given some combined fixed overhead (TCP, IP, and AAL), a 
larger MTU size incurs a smaller percentage of overhead and thus, an improved through- 
put. Therefore, under error free and minimal delay conditions, a large transmission unit is 
desirable. 

The previous performance measurements were recorded for two cases: with and without 
PLCP framing embedded into the DS3 frame structure. Results were found to be in close 
agreement with the theory. While the available bandwidth to the application layer was cal- 



culated to be 33.1 Mbps with PLCP and 36.8 Mbps without PLCP (ref. Table 1), the exper- 
imental results gave respectively 33.3 Mbps and 35.7 Mbps. Since PLCP framing 
introduces significant overhead and is furthermore not recommended to be used over burst 
error links [1], the satellite tests were conducted without PLCP framing. 

4.5.2 TCP results over satellite 

TCP performance depends not only upon the transfer rate itself, but rather upon the prod- 
uct of the transfer rate and the round-trip delay(RTT). This (bandwidth * delay) product 
measures the amount of data that would fill the "pipe". In our case, for a satellite channel 
with a typical round-trip delay of 0.5 sec, the TCP window required to fill the DS3 "pipe" 
would be: 

(BW * RTT) = TCP window size 

(45 Mbits/sec * 0.5 sec) = 2810 kbytes 

However, Sun's implementation limits the TCP window size to 51 kbytes [10].The meas- 
ured round-trip delay of the satellite channel was approximately 0.525 second, hence the 
maximum practical throughput which could be achieved would be: 

(51 kbytes * 8 bits/bytes) / 0.525 sec = 796 kbps 

Figure 8 shows the throughput results obtained for various MTU sizes over an error-free 
(BER < 10e-10) broadband satellite link. The maximum experimental throughput obtained 
was 770 kbps which is in close agreement with the theory. However, this result was 
obtained with the smallest MTU size (1500 bytes) as opposed to the results obtained in the 
lab which gave the highest throughput when the MTU size was the largest (9188). The 
combination of a large delay and a limited window size results in transmission idling time, 
i.e. in time spent waiting for an acknowledgment. This situation seems to favour the use of 
smaller MTU sizes. The buffering management between layers, the data copy strategy and 
the TCP window update/acknowledgment algorithm are all complex elements that are 
implementation-dependant. Also, when transmission idling time is involved, their com- 
bined effects on the overhead and protocol mechanism would require further study [12]. 

In order to study the performance of TCP over degraded links, throughput measurements 
were recorded for BER ranging from 10e-10 up to 10e-5. Figure 9 shows the results 
obtained for three different MTU sizes. The break point appears to be located where the 
BER is approximately 10E-7. For higher BERs, results drastically deteriorate. If a cell is in 
error or a cell is lost, the AAL at the receiving end is not able to perform proper reassem- 
bly of the data which results in the retransmission of the entire TCP segment. Many cells 
are therefore retransmitted unnecessarily. Thus, as the BER increases, the application 
throughput performance decreases rapidly. 

All of the previous satellite measurements were recorded with Nagle's algorithm turned 
off. Nagle's algorithm was introduced as a solution to unnecessary header and processing 
overhead resulting from small TCP segments. It prevents sending TCP segments that are 
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smaller than the assigned MSS if any previously transmitted data on the connection 
remains unacknowledged. Because of the large delay involved with satellite communica- 
tions, it is thus preferable, to increase the efficiency, to operate with Nagle's algorithm 
turned off. Under BSD Unix, the default TCP configuration uses Nagles'algorithm. How- 
ever, it can be turned off by the TCP_NODELAY socket option. 

4.5.3 TCP-LFN over satellite 

For comparison purposes, the same tests were performed with a special implementation of 
TCP for Long Fat Networks (TCP-LFN)1. TCP-LFN implements RFC 1323 features [11], 
which includes window scaling, time stamps, and protection against wrapped sequence 
numbers. The performance results can be seen in Figure 10. 

By making use of the window scaling option, the TCP send/receive window size was set to 
the "optimal" size (~ 3000 kbytes) and the application throughput results increased to 30 
Mbps for a BER < 10E-10. This experimental result was to be expected since the transmis- 
sion idling time is now practically non-existent. As was the case with the laboratory meas- 
urements, the channel is now filled with data and the highest throughput is obtained with 
the largest MTU size (9188). 

Results show a break point being now located around a BER value of 10E-8. This earlier 
break point can be attributed to the fact that the "pipe" is now constantly filled with user 
data (cells carrying actual information) and thus more vulnerable to burst errors. In the 
normal implementation of TCP, the idle time between transmissions increases the number 
of empty cells and thus reduces the probability of burst errors hitting user cells. However, a 
comparison between Figures 10 and 9 show that even over degraded links (BER of 10E-6), 
TCP-LFN performance remains higher (1.3 Mbps) than TCP over an error-free link (0.770 
Mbps). 

5.0 UDP 

5.1 Overview of the UDP protocol 

The User Datagram Protocol (UDP) is a connectionless transport protocol that provides a 
primary mechanism to application programs to send datagrams to other application pro- 
grams. Like TCP, it uses the Internet Protocol (IP) to transport a message however, it does 
not use acknowledgements to ensure that messages arrive at the destination, it does not 
order incoming messages and it does not provide feedback to control the rate at which 
information flows between machines (end-to-end flow control). Thus, UDP messages can 
be lost, duplicated, or arrive out-of-sequence. Furthermore, packets can arrive faster than 
the recipient can process them, causing buffer overflows. To summarize, UDP provides an 
unreliable connectionless delivery service between end-to-end users. 

I. The Solaris implementation of TCP-LFN was used for this part of the experiment. 
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Therefore, it is up to the Application program to take full responsibility for handling prob- 
lems of reliability. Despite all this, UDP can still be advantageous for real-time applica- 
tions such as voice and video, for which delay is critical. As long as the packet loss 
remains under a reasonable ratio, UDP, for those specific applications, will perform much 
better than TCP. 

5.2 UDP format 

The UDP datagram consists of two parts: a UDP header and a UDP data area. As Figure 6 
shows, the header is divided into four 16-bit fields that specify the port from which the 
message is sent, the port to which the message is going, the message length and a check- 
sum. 

UDP SOURCE PORT UDP DESTINATION PORT 

UDP MSG LENGTH UDP CHECKSUM 

DATA 

• • • 

Figure 6: UDP Datagram format 

As described for TCP (Section 4.2), the Application program exchanges information with 
the UDP layer through a socket interface. UDP Datagrams are then encapsulated/decapsu- 
lated in/out of an IP packet for transmission/reception across/from the media (such as eth- 
ernet or ATM). 

5.3 UDP Issue 

As mentioned above, UDP accepts a user packet and sends it to IP after encapsulating it 
with an UDP header. In most implementations, there is no buffering between UDP and IP. 
IP segments at the sender and reassembles at the receiver. So for each UDP packet, multi- 
ple IP packets may be generated. Therefore, a resource constraint anywhere on the transfer 
path may cause IP segments to be dropped leading to the loss of entire UDP packets. 

In the configuration used for the experiment, loss of data occurs because of the non-availa- 
bility of the kernel buffers (at the IP level). In order to prevent UDP from sending the data 
at high rates and thereby minimize buffer overflows, we incorporated within the applica- 
tion software (nttcp) a simple delay between packet writing. The delay value is "tunable" 
to obtain the optimal throughput without loss of data. 

12 



5.4 UDP tests 

UDP being unreliable, tests were conducted on error-free links (i.e. BER less than lOe-10) 
to minimize as much as possible loss of information. Mainly for comparison purposes with 
TCP, the following two tests were performed: 

a) Lab configuration (Figure 5), negligible delay over fibres. 

b) Satellite configuration (Figure 1), high round trip delay (~525ms). 

5.5 UDP results 

For each configuration (over fibres and over satellite), the application throughput was 
measured for various MTU sizes. Results were recorded only when the nttcp software 
showed no loss of data i.e. the total amount of bytes received was the same as the total 
amount of bytes transmitted. This requirement was considered sufficient to allow proper 
throughput comparison between TCP and UDP. 

Figure 11 shows the application throughput using the UDP/IP protocols. The following 
points are worth mentioning: 

1. The results over a satellite channel were identical to the ones obtained over 
fibre. This was expected since the implementation of the UDP protocol does 
not include any windowing scheme, therefore the delay component does not 
have any impact on the performance. 

2. There is a small improvement in the application throughput as the MTU 
size increases. As explained in section 4.5.1, given some combined fixed 
overhead, a larger MTU size incurs»a smaller percentage of overhead. There- 
fore, a large transmission unit is desirable. 

3. The performance of UDP is comparable to the results obtained with TCP- 
LFN over error-free link. However, the UDP protocol remains unreliable 
since it does not guarantee the delivery of every packets. 

There were no tests performed over degraded links. 

6.0 CONCLUSIONS 

This paper presented the results of transport protocols used in conjunction with the ATM 
protocol over a broadband satellite channel. The most important conclusions emerging 
from the experiment are: 

- The throughput performance of TCP/IP over ATM is very poor due mostly to the (band- 
width * delay) product being limited by the TCP window size implementation. When used 
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over a broadband satellite channel, a modified implementation, such as TCP-LFN, is rec- 
ommended. 

- TCP-LFN performance was found to be highly superior to TCP. Even over highly 
degraded links (BER of 10E-6), the TCP-LFN throughput remains higher than any of the 
TCP results. Clearly, the use of an appropriate window size (i.e. large enough to insure that 
the pipe is filled), even though more susceptible to burst errors, produces much better 
results than when transmission idling time is involved. 

- A BER better than 10E-7 (TCP) or 10E-8 (TCP-LFN) should be maintained in order to 
avoid significant degradation of the throughput. 

- In most cases, a larger MTU size gives better throughput. This can be explained by the 
ratio of overhead/user data being smaller for larger segments. However, when the "pipe" 
cannot be filled, the smaller MTU size appears to give the better results. Further studies 
would be required to explain this situation. 

- UDP over (nearly) error-free links gives good performance results but does not provide 
the reliability required for data transfers. However, for time-critical applications such as 
voice and video, where a small packet loss ratio can be tolerated, UDP could be used with 
success. 
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